geometry optimization of the heat of formation of SH-1-naphthalene results in 14.8 kcal/mol for the heat of formation, or 23.1 kcal/mol above the heat of formation of the tautomer 1-naphthol. When Woodward's rules are used, the absorption maximum of the tautomer can be estimated to be 429 nm, or 66 kcal/mol. This compares with an absorption maximum of 293 nm (97 kcal/mol) for 1-naphthol. Assuming similar Franck-Condon factors, then \( E_{00} \) for 1-naphthol is 31 kcal/mol greater than that for SH-1-naphthalene, and the adiabatic protonation is exothermic by 8 kcal/mol (see Figure 13). Conversely, protonation of the 2-naphtholate ion at the site of highest excited-state electron density would lead to 6H-2-naphthalene (tautomer with \( SH-2 \)-naphthalene), II. Although the heat of formation of this enone using the MNDO technique is 15.4 kcal/mol, or 24.7 kcal/mol above the tautomer 2-naphthol, the excited-state energetics for this cross-conjugated enone are much less favorable, leading to an absorption maximum of 355 nm (80 kcal/mol). Thus, this excited state is only 17 kcal/mol lower in energy than that for 2-naphthol. Adiabatic protonation becomes endothermic by 8 kcal/mol. The absence of proton-induced quenching in this case suggests that such quenching is possibly only when adiabatic protonation followed by rapid nonradiative decay of the tetraenone excited state is energetically feasible.

Finally, the details of the solvent/solute interactions affecting excited-state decay rates are not yet fully understood. The important aspects to be considered in investigations of these interactions are (1) the nature of the excited state, i.e., how the charge-transfer characteristics activate a group with a labile proton by removal of charge density from the heteroatom; (2) the structure of the solute/solvent complex, i.e., the ability to hydrogen bond to the solvent and thereby diabatically relax to the ground state; (3) the intrinsic structure of the solvent, i.e., the long- and short-range interactions and aggregations; and (4) the solvent orientation; i.e., whether the proton transfer is directly possible or if solvent repositioning is necessary. New measurements in such areas as the dependence on excitation wavelength and the effect of temperature will further elaborate on the processes in the ESPT reaction of 1-naphthol.

Conclusions

The results presented here represent the first real-time measurements of the complete fluorescence kinetics of 1-naphthol in aqueous solution. Analysis of the fluorescence from the neutral species, when compared with the rise time of the fluorescence signal of the anion, shows the 1:1 coupling of the two species on the excited potential surface, indicative of an ESPT reaction. Direct observation of the weak emission from the neutral species in the steady-state emission spectra makes possible accurate analyses based on complex kinetic expressions. The combination of steady-state techniques with time-resolved methods produces the most accurate, composite picture of the kinetics of the ESPT process, especially when diabatic, proton-dependent quenching is included. Failure to include all the temporal and quantum yield measurements results in less accurate representations of the processes given by the ESPT model. Full kinetic analyses of 1-naphthol in H2O and D2O point out the importance of the solvent on the various rate processes. Comparisons of 1- and 2-naphthol present further implications regarding the effect of solute structure on the ESPT processes. The results presented here demonstrate the power of the combination of the time-resolved and steady-state methods for the study of complex systems.
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An RRKM Approach to Vibrational Predissociation of van der Waals Clusters
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Vibrational predissociation (VP) rates are calculated for the s-tetrazine–Ar van der Waals complex excited to various vibronic levels of the first excited singlet state by employing RRKM theory and a serial mechanism for intramolecular vibrational redistribution (IVR) and VP. In the model presented, VP cannot take place from the optically accessed zero-order tetrazine vibronic state but follows only after IVR has populated the van der Waals modes with more energy than the cluster binding energy. The calculations can be compared with two published studies of the IVR and VP processes in the s-tetrazine–Ar cluster: a picosecond study of the time evolution of vibronic emission from the cluster and the free molecule following cluster dissociation; and a CW emission intensity study of the cluster and free molecule following cluster excitation. Agreement between the calculation and the available experimental data is semiquantitative and as good as the agreement between the two experimental studies reported (approximately a factor of two).

Introduction

van der Waals (vdW) molecules occupy a central position in much of the theoretical and experimental study of radiationless transitions and unimolecular reaction kinetics. Since van der Waals molecules are weakly coupled systems with large intermolecular vibrational anharmonicities, large Coriolis couplings, a high density of vibrational and rotational states at low vibrational energy, and well-defined excited "doorway" states for ready optical laser excitation, these clusters should be ideal for the investigation of vibrational predissociation. Moreover, unimolecular dissociation processes in such systems should be theoretically describable by a restricted RRKM approach.

The particular vdW molecules of concern to the work presented in this paper consist of a solute chromophore or oscillator strength bearing molecule (e.g., benzene, s-tetrazine, etc.) associated with a solvent molecule (e.g., argon, methane, etc.). Only the chro-

[45] MNDO calculations were performed on a VAX 780 computer using the MOPAC program. MOPAC is available from the Quantum Chemistry Program Exchange (QCPE). Dewar, M. J. S.; Thiel, W. J. Am. Chem. Soc. 1977, 99, 4899, 4907.
phys. various IVR and VP channels, and present modes with "special" final state.

These rates will actually depend in some measure on the density step in the vibrational dynamics, or it can be comparatively fast. The vibronic excitation is first distributed between the vdW and chromophore and vdW vibrations which have the same total energy. Thus, during the IVR process, lower energy chromophore vibrational states and the vdW modes required for energy conservations become populated. The IVR process is typically modeled and studied in an excited electronic state of the chromophore. VP involves the dissociation of the cluster into chromophore and solvent molecules: the chromophore typically retains the electronic excitation and perhaps some or all of the excess vibrational energy not required for bond rupture.

If a cluster is optically excited to a vibronic state carrying enough excess vibrational energy to rupture the vdW bond, both IVR and VP processes can take place. If the excess vibrational energy is below the cluster binding energy, then only IVR can redistribute the excess vibrational energy in the accessed vibronic state. Of course, in general IVR and VP must compete with radiative processes, intersystem crossing, and internal conversion. Existing theory of VP suggests that IVR and VP are simultaneously occurring "parallel processes" if the optically accessed "doorway" state has more excess vibrational energy than the cluster binding energy. In this approach VP can occur directly from the originally accessed zero-order chromophore or doorway state. Most authors discussing VP and CW laser experimental results for IVR/VP take this point of view either explicitly or implicitly: both Levy et al. and Rice et al. interpret CW laser-excited dispersed emission data using the parallel mechanism and report separate IVR and VP rate constants for tetrazine-argon clusters. Levy et al. interpret CW laser-excited dispersed emission data using the parallel mechanism and report separate IVR and VP rate constants for tetrazine-argon clusters. Rice et al. are correctly careful, however, not to distinguish between IVR and VP rates based on CW laser measurements of dispersed emission alone. These authors call the apparent relaxation processes simply IVR/VP. Nonetheless, both groups report branching ratios, discuss propensity rules for various IVR and VP channels, and present modes with "special" relationships to the VP mechanism.

In this paper we report calculations embracing a more standard approach to VP based on RRKM theory of unimolecular reactions and on the assumption that VP does not take place from the optically accessed doorway state. This model can be called a serial or sequential mechanism for IVR and VP. IVR must occur before VP in this approach. The initial excess vibrational energy in the vibronic excitation is first distributed between the vdW and chromophore modes. This step can be the slow, rate-controlling step in the vibrational dynamics, or it can be comparatively fast. These rates will actually depend in some measure on the density of vdW states at the energy of the vdW mode excitation in the final state. As the energy appears in the vdW modes, then VP can occur based on a restricted (to vdW vibrational phase space) RRKM mechanism. The role of the chromophore vibrational mode initially accessed in the cluster and the importance of the remaining free chromophore vibrational excitation following VP are greatly reduced in the serial mechanism.

The mode accessed by laser optical excitation is important only in that the linear combination of cluster eigenstates is predetermined: dephasing or IVR processes then take place as prescribed by the cluster Hamiltonian. VP in this serial RRKM mechanism then depends only on the total energy in the vdW modes and the (assumed rapid) vdW mode IVR.

This paper reports calculations based on the above serial approach to IVR and VP, employing RRKM theory to arrive at unimolecular rate constants for VP. In particular, we employ cluster parameters appropriate for tetrazine-argon clusters and are able to reproduce propensity rules, special modes for VP, etc. based only on competing sequential IVR and VP pathways. The calculations assume a single chromophore to vdW mode IVR rate, a vdW mode density of states factor for the appropriate vdW mode energy, fast vdW mode to vdW mode IVR, and (restricted) RRKM theory for VP.

Theory and Calculational Techniques

The calculations reported here assume sequential IVR/VP pathways. Several assumptions are implicit in this approach. Since vdW modes are strongly coupled to each other by anharmonic and Coriolis interactions and their frequencies are so different from those of the chromophore modes, we assume that chromophore to van der Waals mode IVR occurs slowly compared to IVR between the van der Waals modes. Rapid IVR among the vdW modes results in the applicability of a "restricted" RRKM theory to describe the VP process. This approach differs from conventional RRKM theory in that only the vdW modes are considered to take part in the VP process. This means that the calculated VP rate will depend only upon the amount of vibrational energy in the vdW modes.

Immediately following photoexcitation, all of the vibrational energy will be in the optically accessed chromophore vibration, and the VP rate will be zero. As chromophore to vdW mode IVR proceeds, larger amounts of energy will be found in the vdW modes. The VP rate will become nonzero when the vdW mode energy exceeds the dissociation energy and will continue to increase with increasing vdW mode energy. The RRKM dissociation rate is approximately given by

$$k_d(E_{vdw}) = \sum \frac{P(E_{vdw}^*)}{N(E_{vdw})}$$

in which $E_{vdw}^*$ is the amount of excess vdW mode energy above the dissociation threshold, $E_{vdw}^* = E_{vdw} - E_d$ ($E_d$ is the dissociation energy), $\sum P(E_{vdw}^*) = N(E_{vdw})$ is the sum of vibrational states excluding those associated with the reaction coordinate, and $N(E_{vdw})$ is the density of vibrational states.

The sums and densities of states may be easily evaluated with an extended Beyer-Swinehart direct count algorithm. The van der Waals frequencies (10, 12, and 15 cm$^{-1}$) and anharmonicities (0.03, 0.03, and 1.15 cm$^{-1}$) are calculated with a atom-atom potential model. The dissociation energy is taken to be 350 cm$^{-1}$. The stretch mode is taken to be the reaction coordinate.

The calculations reported here are made under the assumption that the rate of IVR between any two chromophore vibrational states depends only upon the total number of quanta (chromophore plus vdW modes) exchanged during the transition. This treatment is justified by the argument that multiquantum transitions will have small Franck-Condon factors and therefore be less probable than transitions involving fewer quanta. This simple treatment also excludes the possibility of favored relaxation pathways and IVR propensity rules. Specifically, the probability of a transition between chromophore levels $j$ and $i$ in a short time interval, $\Delta t$, is given by

$$k_{ij}(E) = \frac{\sum \frac{P(E_{vdw}^*)}{N(E_{vdw})}}{\Delta t}$$


\[ P_{ij} = A \exp(-\Delta v) \exp((E_j - E_i)/h\nu_{\text{max}}) \rho(E_{\text{ex}} - E_i) \delta t \quad i \neq j \quad (1) \]

in which \( \Delta v \) is the total number of chromophore quanta exchanged, \( \nu_{\text{max}} \) is the highest vdW mode frequency, \( E_{\text{ex}} \) is the excitation energy, and \( \rho(E_{\text{ex}} - E_i) \) is the density of vdW "receiving" vibrational states at an energy of \( (E_{\text{ex}} - E_i) \). \( \rho(E_{\text{ex}} - E_i) \) will be discussed in more detail later. A 6a\( ^1 \) to 16a\( ^1 \) transition has \( \Delta v = 4 \), loss of two quanta in the 6a mode, and an increase of one quanta in both the 16a and 16b modes; similarly, a 6a\( ^1 \) to 6a\( ^1 \) transition has \( \Delta v = 1 \). A is the only adjustable parameter in the model and scales the off-diagonal \( (i \neq j) \) transition probabilities.

Transition probabilities involving large changes of chromophore and vdW energy are dominated by the second exponential term in eq 1. This term results in an exponential "energy gap law" when a large number of quanta are transferred into the vdW modes.

The density of vdW receiving states, \( \rho(E_{\text{vdW}}) \) (\( E_{\text{vdW}} \) = \( E_{\text{ex}} - E_i \)), is difficult to evaluate accurately. At low energies (<250 cm\(^{-1}\)), \( \rho(E_{\text{vdW}}) \) is equal to 1.0 at specific energies corresponding to overtones and combinations of the vdW modes and zero at all other energies. IVR from the initially excited level to a lower chromophore level requires that a specific amount of energy be lost from the chromophore modes and deposited into the vdW modes. A transition can occur only if a vdW combination or overtone mode exists at the exact energy corresponding to the energy difference between chromophore energies. The excited chromophore Q branches have widths of only about 0.1 cm\(^{-1}\) (for tetrazine-Ar) and a very close energy match (~0.1 cm\(^{-1}\)) between vdW and chromophore modes is therefore required. Whether or not vdW modes can acquire the exact energy in question is determined by the exact values of the frequencies, anharmonicities, etc. of each vdW mode; these exact coincidences are, therefore, extremely difficult to predict. On the other hand, at large energies the density of vdW states becomes quite large. When the density of states is much greater than 10 states/cm\(^{-1}\), the probability of having a receiving state at the proper energy is quite high. This occurs at about 250–300 cm\(^{-1}\) of vdW energy for the tetrazine–Ar system. At very low energies (<100 cm\(^{-1}\)) the probability of an energy match is quite low. We emphasize that in the intermediate energy (100–300 cm\(^{-1}\)) region we cannot determine if a receiving vdW vibrational state will exist at any particular energy.

At the highest energies, several vdW modes may be within ~0.1 cm\(^{-1}\) of a specific energy, and therefore several receiving states will be available at a given chromophore energy.

Two simple approximate forms can be chosen to model the vdW density of states \( \rho(E_{\text{vdW}}) \): 1. \( \rho(E_{\text{vdW}}) = 1 \) in all but the very lowest energies (<50–100 cm\(^{-1}\)). 2. \( \rho(E_{\text{vdW}}) \) is given by a smoothed function of the total density of vdW states. Both assumptions permit population of almost all of the chromophore complex vibrational levels even at energies less than 200 cm\(^{-1}\). The latter assumption is made in the calculation reported here.

With the above assumptions and approximations, eq 1 permits the calculation of the off-diagonal elements of the entire transition probability matrix. The diagonal elements are then calculated to conserve total probability, i.e.

\[ 1 = \sum_i P_{ij} \quad \text{for all } j \]

Thus, one adjustable parameter is used to describe the entire IVR process, and the same parameter is used to describe IVR for all levels of initial excitation.

The transition probability matrix can then be used along with the calculated RRKM VP rates and known tetrazine photochemical fragmentation rates to calculate the time-dependent populations of each complexed and uncomplexed chromophore vibrational level. From these populations, total (time integrated) dispersed emission spectra can also be calculated. The iterative algorithm of this calculation is outlined below.

Two vectors are defined such that each element represents the population in a specific chromophore vibrational state. One vector

\[ \mathbf{N}_c(t) = \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \end{bmatrix} \]

represents the complex while the other represents the uncomplexed molecule.

Initially, we have

\[ \mathbf{N}_c(t=0) = \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \end{bmatrix} \]

\[ \mathbf{N}_u(t=0) = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \end{bmatrix} \]

in which unit population has been put into a specific vibrational level of the complexed molecule. As discussed above, IVR over a specific time interval is simulated by multiplication of this vector by the transition probability matrix. Similarly, fragmentation and vibrational predissociation may be simulated by matrix multiplications.

We define a VP matrix \( \mathbf{D} \) such that \( D_{ij} = (1 - k_{ij} \delta t) \delta_{ij} \) with \( k_i \) the RRKM VP rate at energy \( E_{\text{vdW}} = E_{\text{ex}} - E_i \) and a tetrazine photochemical fragmentation rate matrix \( \mathbf{F} \) such that \( F_{ij} = (1 - k_{ij}' \delta t) \delta_{ij} \) with \( k_i' \) the fragmentation rate of level \( i \). \( k_i' \) values are given in ref 3. Temporal evolution of the population vectors are then given by

\[ \mathbf{N}_c(t+\Delta t) = \mathbf{D} \mathbf{P} \mathbf{N}_c(t) \]

\[ \mathbf{N}_u(t+\Delta t) = \mathbf{F} \mathbf{N}_u(t) + (1 - \mathbf{D}) \mathbf{N}_c(t) \]

In all cases the time interval is chosen to be sufficiently small that further reduction has no effect on the calculated results.

### Results and Discussion

The time-dependent populations of each complexed and uncomplexed chromophore vibrational level are calculated following excitation of the 6b\(^1 \), 6a\(^1 \), and 16a\(^2 \) levels of the tetrazine–Ar cluster. Figure 1 shows the normalized populations of the 6b\(^1 \), 16a\(^1 \) 16b\(^1 \), and 16a\(^2 \) complex levels following 6b\(^2 \) excitation. The one adjustable parameter of the model (discussed above) has been set to give good agreement with the 16a\(^2 \) level time-resolved results reported by Rettschnick et al.\(^9\) These time-resolved studies report a 325-ps lifetime of the 16a\(^2 \) level. In all calculations the constant \( A \) of eq 1 has been set to a value of 0.022, which reproduces this lifetime exactly. Comparison of Figure 1 with Figure 2 of ref 9

---


shows that the agreement of the calculated and experimentally determined $16a^2$ populations is nearly quantitative over the entire time range reported.

These figures also show reasonably good agreement between calculations and experiments for the $16a'16b$ and $6b^2$ complex populations. The calculated $16a'16b$ decay is somewhat faster than the experimentally determined rate. Thus, once the adjustable parameter in the theory has been set for one complex decay curve, the other decay curves are fit nearly quantitatively without further adjustment.

The applicability of the presented model can be further tested by comparison to the steady-state spectra reported by Levy et al. These studies have determined the total (time-integrated) emission from each complexed and uncomplexed chromophore level following single vibronic level excitation. Weighting emission intensities by the appropriate reciprocal Franck-Condon factors yields the time-integrated populations. These quantities can also be calculated by integrating the calculated time-dependent populations. In all cases the one adjustable parameter of the model was maintained at the value required to fit the $16a^2$ decay reported in Retschnick's time-resolved experiments.

One caveat regarding these calculations needs to be emphasized: IVR from the initially excited complex level to lower complex levels requires that the density of vdW states be nonzero at an energy corresponding to the energy difference of the chromophore levels. At low vdW energies ($<250$ cm$^{-1}$) this condition may not be met for some sets of chromophore levels. As a result, some chromophore levels may be "avoided" by the IVR process simply due to energy conservation restrictions. Due to the large density of vdW states at higher energies this is likely to occur only for levels which are within about 250 cm$^{-1}$ of the initially excited level. The calculations reported here have taken the density of vdW states to be a smooth, continuous function that is nonzero even at low energies. This permits population to relax through all of the vibrational levels. The calculated populations are therefore unreliable for the levels immediately below the initially excited level.

The calculated (time-integrated) populations and the populations determined from Levy's results following $6b^2$ and $16a^2$ excitation are given in Table I. (Levy has also reported spectra following excitation of the higher lying $16a'16a''$ and $16a^2$ modes. Due to the large number of levels involved, no attempt to analyze these results has been made.)

As stated above, we have selected the one adjustable parameter of the model to fit the time-resolved $16a^2$ data following $6b^2$ excitation. One must therefore examine the level of consistency between Retschnick's time-resolved and Levy's steady-state data. Such a comparison is possible only for the $16a'16b$ and $16a^2$ levels following $6b^2$ excitation. Time-integrated (static) emission intensities can be calculated from the experimental time-resolved results. The total emission intensity of the $i$th level is given by

$$ I_i = N_j k_{rad} / k_{tot} $$

in which $N_j$ is the total number of molecules that enter state $j$, $j$ is the Franck-Condon factor of the emission line being observed, and $k_{rad}$ and $k_{tot}$ are the radiative and total decay rates, respectively.

The ratio of $16a'16b$ to $16a^2$ emission intensities can now be calculated. This ratio calculated from the time-resolved results is $>2.2$. The same ratio, determined from the static spectroscopic results, is $<1.1$. This analysis demonstrates that the two sets of results are quantitatively inconsistent by about a factor of 2. Since the calculations are constrained to fit the $16a^2$ experimental time-resolved data, no better than a factor two agreement between the calculated results and the static spectroscopic results can reasonably be expected. In most cases the agreement is within a factor of about three. In kinetic calculations, agreement to within a factor of three is usually considered acceptable. The calculated relaxed emission intensities are, in most cases, somewhat below the values determined from the static spectra. We believe that this is due to the approximations made in $\rho(E_{vdw})$. For example, if $\rho(E_{vdw})$ is taken to be constant (i.e., the number of receiving states is always one) then the calculated relaxed emission intensities are generally somewhat larger than the observed values; however, this approximation yields less satisfactory agreement with the time-resolved results.

Most importantly, over the energy ranges of applicability, these calculations accurately reproduce the "propensity rules" seen in Levy's data. Specifically, following $6b^2$ excitation our calculations predict little or no emission from the $0^6$, $16a^2$, $6b^1$, and $16b^1$ levels of the complex and little or no emission from the $0^6$ and $6b^2$ levels of the uncomplexed tetrazaine. The calculations predict emission only from the $16a^1$ and $16b^1$ levels of the uncomplexed tetrazaine. Table I shows that all of these predictions are borne out by the experimental results.

Calculations predict little or no emission from the $6b^1$, $16a^1$, and $0^6$ levels of the complex and little or no emission from the

<table>
<thead>
<tr>
<th>mode</th>
<th>tetrazine-Ar complex</th>
<th>uncomplexed tetrazaine</th>
</tr>
</thead>
<tbody>
<tr>
<td>$6b^2$ Excitation</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>$16a^2$</td>
<td>0</td>
<td>0.025</td>
</tr>
<tr>
<td>$6a$</td>
<td>0</td>
<td>0.026</td>
</tr>
<tr>
<td>$17b$</td>
<td>0</td>
<td>0.045</td>
</tr>
<tr>
<td>$16a'16b$</td>
<td>0.069</td>
<td>0.016</td>
</tr>
<tr>
<td>$16a^2$</td>
<td>0</td>
<td>0.008</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0.020</td>
</tr>
<tr>
<td>$16a^2$</td>
<td>0.061</td>
<td>0.032</td>
</tr>
<tr>
<td>$16b$</td>
<td>0</td>
<td>~0</td>
</tr>
<tr>
<td>$6b$</td>
<td>0</td>
<td>~0</td>
</tr>
<tr>
<td>$16a$</td>
<td>0</td>
<td>~0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>~0</td>
</tr>
</tbody>
</table>

6a Excitation

| $6a$ | 1.0 | 1.0 | 0.0 |
| $17b$ | 0 | 0.0 | 0.0 |
| $16a'16b$ | 0 | 0.14 | 0.0 |
| $16a^2$ | 0 | 0.07 | 0.094 |
| 4 | 0 | 0.13 | 0.0 |
| $16a^2$ | 0.005 | 0.011 | 0.0 |
| $6b$ | 0 | 0.0 | 0.0 |
| $16a$ | 0 | 0.0 | 0.19 0.14 |
| 0 | 0 | 0.0 | 0.0 |

16a Excitation

[Note that, as discussed in the text, the agreement between the experimental data quoted here (ref 3) and that quoted in Figure 1 (ref 9) is not better than a factor of two. The constants employed fit the data of ref 3 are obtained from the time-resolved data of ref 9. The point is fully discussed in the text. *Values in parentheses are unreliable due to the low density of states. See text. *Taken from the results reported in ref 3.]

A lower limit to the ratio of $16a'16b$ to $16a^2$ emission intensities can now be calculated. This ratio calculated from the time-resolved results is $>2.2$. The same ratio, determined from the static spectroscopic results, is $<1.1$. This analysis demonstrates that the two sets of results are quantitatively inconsistent by about a factor of 2. Since the calculations are constrained to fit the $16a^2$ experimental time-resolved data, no better than a factor two agreement between the calculated results and the static spectroscopic results can reasonably be expected. In most cases the agreement is within a factor of about three. In kinetic calculations, agreement to within a factor of three is usually considered acceptable. The calculated relaxed emission intensities are, in most cases, somewhat below the values determined from the static spectra. We believe that this is due to the approximations made in $\rho(E_{vdw})$. For example, if $\rho(E_{vdw})$ is taken to be constant (i.e., the number of receiving states is always one) then the calculated relaxed emission intensities are generally somewhat larger than the observed values; however, this approximation yields less satisfactory agreement with the time-resolved results.

Most importantly, over the energy ranges of applicability, these calculations accurately reproduce the "propensity rules" seen in Levy's data. Specifically, following $6b^2$ excitation our calculations predict little or no emission from the $0^6$, $16a^2$, $6b^1$, and $16b^1$ levels of the complex and little or no emission from the $0^6$ and $6b^2$ levels of the uncomplexed tetrazaine. The calculations predict emission only from the $16a^1$ and $16b^1$ levels of the uncomplexed tetrazaine. Table I shows that all of these predictions are borne out by the experimental results.

Calculations predict little or no emission from the $6b^1$, $16a^1$, and $0^6$ levels of the complex and little or no emission from the
0$^\text{th}$ level of the uncomplexed tetrazine following 6a$'$ excitation of the complex. The calculations also predict very little 0$^\text{th}$ complex emission following 16a$'$ excitation of the complex. In all cases these predictions and the experimentally observed results are in complete agreement.

Conclusions

This simple, one-parameter RRKM model is in semiquantitative agreement with all the static and time-resolved data for which comparison is possible. The detailed validity of this model can be unambiguously tested only by direct time-resolved spectroscopic studies of both complexed and uncomplexed molecules in specific vibrational states.
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State-Selective Photochemistry of Singlet Oxygen Precursors: Kinetics and Wavelength Dependence of the Photodissociation of Anthracene Endoperoxides

K. B. Eisenthal,* N. J. Turro,* C. G. Dupuy,† D. A. Hrovat,‡ J. Langan, T. A. Jenny,§ and E. V. Sitzmann

Department of Chemistry, Columbia University, New York, New York 10027 (Received: April 15, 1986)

The photochemical behavior of the two isomeric endoperoxides (9,10-PMO$_2$ and 1,4-PMO$_2$) of 1,4-dimethyl-9,10-diphenylanthracene was found to differ in their kinetics and reaction efficiencies. Consistent with the work of Rigaudy et al. and Brauer et al. on a related endoperoxide we find that the generation of O$_2^*$ is wavelength dependent, occurring from upper excited singlet states of the endoperoxide, whereas bond cleavage of the O–O endoperoxide bond occurs principally from the lowest excited singlet and triplet states. Results of picosecond kinetics and absolute quantum yield measurements are discussed in terms of various concerted and nonconcerted mechanisms for the formation of O$_2^*$ and the anthracene fragment.

Introduction

Whether it is a state-dependent reaction of an intermediate or of an excited-state precursor, the observation of state-selective chemistry is particularly interesting since the initially prepared excited state places stringent constraints on the chemical decay pathway. As a general rule, organic photo reactions in solution do not occur efficiently from upper electronically excited states (S$_n$, or T$_n$, where $n \geq 2$) due to the very rapid relaxation to the lowest excited state of the same symmetry (Kasha's rule). The photochemical reactions of the 9,10- and the 1,4-endoperoxides$^{14}$ of anthracene are conspicuous exceptions to this general rule. For example, Rigaudy$^3$ first reported the wavelength dependence of product formation in the photochemistry of anthracene endoperoxides, and later Brauer et al.$^4$ convincingly demonstrated that the wavelength dependence results from a higher reactivity of upper singlet states (S$_n$, $n \geq 2$) toward fragmentation into the parent anthracene and molecular oxygen. Brauer et al.$^4$ also found that molecular oxygen was produced in its excited singlet state, thus demonstrating that the upper state reaction occurs adiabatically. Picosecond work on a 1,4-endoperoxide anthracene derivative also showed the adiabaticity of photofragmentation for upper excited singlet states by finding that the anthracene fragment was formed in its excited singlet state although through a minor dissociative route.$^{12}$ In addition to being of intrinsic interest because of its special status as an upper state, adiabatic process, the photochemistry of anthracene endoperoxides has attracted attention because of the possibility of correlating experiments with the theoretical calculations of Kearns and Khan,$^8$ who predicted the state-selective (S$_n$, O–O bond cleavage; S$_p$, concerted adiabatic cleavage of the C–O bonds) photochemistry of aromatic endoperoxides. Furthermore, the thermolyses of anthracene endoperoxides are exceptional in that singlet molecular oxygen, a species of wide chemical importance in its own right,$^6$ is produced in a chemiluminescent process.$^7$ Thus, since the anthracene endoperoxides possess unusual and intriguing ground- and excited-state behavior, it is of value to investigate and compare systematically the thermal chemistry and photochemistry for a selected set of structures. We report here an investigation of the chemical and physical properties of the excited electronic states of two isomeric endoperoxides of 1,4-dimethyl-9,10-diphenylanthracene: 9,10-PMO$_2$ and 1,4-PMO$_2$ (Scheme I), two substances whose thermal chemistry and thermochemical parameters have been established.$^{2a}$ The salient results of our photochemical studies are (1) the observation of different wavelength dependences of the photochemistry of 9,10-PMO$_2$ and 1,4-PMO$_2$, which is accounted for by the different reactivities of upper excited singlet $\pi,\pi^*$ states (S$_n$, $n \geq 2$), (2) direct spectroscopic determination of the singlet molecular oxygen produced from the photolysis of 9,10-PMO$_2$ and 1,4-PMO$_2$, as well as direct spectroscopic measurement of the dynamics of formation of the parent anthracene (PM) from the photoexcited endoperoxide, and (3) spectroscopic kinetic evidence consistent with a
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